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Abstract

The causes of the browsing intensity are not futigerstood and even less for this non-
preferred and economically valuable tree specieswBing pressure on spruce trees
(Picea abies) caused by fallow deeDéma dama) around supplemental feeding sites
was investigated. Trees were classified in threféergint categories to cover the
variability in height i.e. trees < 1m, 1-4m and m.4The study was performed in
southwestern Sweden, within an estate with an@alify maintained high deer density.

| quantified the browsing pressure on spruce anestigated which factors had a
significant effect on the found browsing patternrelation to supplemental feeding
sites.

A total of 25.7% of the surveyed trees were aff@dty browsing, being the smaller
category the less consumed probably due to a highrgent of secondary metabolites.
Using model selection procedures the factor brogvpressure on pine appeared as the
most important explaining up to 40% of the respomagability. Other important
factors were the distance from the feeding sites,shape of the spruce trees and the
structural complexity (multi-layered forest standpwever not all the important factors
had the same effect in relation to the differerapomse variables. Deciduous tree
density and amount of shrub species did not exesigaificant effect on browsing.
These high browsing values on spruce were causettheébattraction exerted by the
supplemental feeding sites and the high densityeobivores maintained, even though
artificial food was supplemented libitum.

Key words. Browsing pressure, Dama dama, deer density, spruce, Picea abies, artificial
feeding stations, silage.
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Introduction

Introduction

Ungulates are important for ecosystem functioning their importance as ecosystem
drivers are apparent especially when main predsiecies are absent. The successful
recovery of ungulate populations during the pasty&@rs, has led to an increasing
number of high density deer populations for whittimately, management is necessary
(Danell et al. 2006). Irrespective of whether th@nagement goal or strategy is focused
on a certain game species, biodiversity issuesprotection of valuable forest
plantations, it is of paramount importance to ustierd the target species foraging
pattern and resource utilization (Gordon 1989)nter their effect on ecosystems (Senft
et al. 1987, Augustine & McNaughton 1998, Couls8A9, Reimoser 2003, Cote et al.
2004, Danell et al. 2006).

At the landscape scale is the available foragerooguin variable quality and quantity,
determined by seasonal and even daily changewshich herbivores adapt their spatial
foraging strategy accordingly (Moen et al. 1997 teCét al. 2004, Newman 2007).
Increased forage availability at certain areasattnact browsers but at the same time it
can also decrease total damage level at large, sgabn a constant herbivore density
(Gundersen et al. 2004). It has also been demdedttiae relation between deer density
and forest damage. They are positively correlateteasing the level of damage as deer
density increases (for review see Gill 1992), altftoit is known that the vegetation
functional response to browsing is not linear, Wwhsuggests a careful research (Gill
1992b). Intense browsing by deer is widely congideas a problem in forest
regeneration (Bergqvist et al. 2003) and limit® tggowth and survival, reducing also
timber quality (Welch et al. 1992; Gill 1992).

Supplemental feeding and browsing pressure

Supplementary winter feeding of large ungulatesaisommon practice throughout
northern Europe and parts of North America (Put®aBtaines 2004). According to
Voigt (1990) and Doenier et al. (1997), supplemiefgading involves feeding deer to
augment forage regardless of winter conditions ctvltionsequently can have an effect
on how deer impact their habitat (Doenier et aB7)9 Indeed, foraging patterns and
animal behaviour and distribution, is affected bgaurce availability and distribution in
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Introduction

the landscape (Sahlisten et al. 2010). These charigesaging patterns promoted by
changes in forage availability have been obsereeddd deelCervus elaphus (Smith
2001), white-tailed degddocoileus virginianus (Doenier et al. 1997; Cooper & Owens
2006), roe deelCapreolus capreolus (Guillet et al. 1996) and moos&lices alces
(Gundersen et al. 2004). The rationale behind sumpphtal feeding is usually
associated with the maintenance of animals at loighsities for hunting, and the
prevention of possible forest and agricultural dgesa among others (Peek et al. 2002;
Putman & Staines 2004), whose effectiveness igrm still unclear (Putman & Staines
2004).

The use of supplemental feeding as a counterme&symevent damage on vulnerable
trees or agricultural crops is equivocal, althouglseveral studies has the management
action successfully been tested (Steinn 1970; LI9®P; Ball et al. 2000; Peek et al.
2002 Sahlsten et al. 2010). In contrast, browsing pmessudamage has been shown to
increase locally around supplemental feeding sitagsponse to the increased density
of animals (e.g. Schmidt & Grossow 1991; Hornbed§2 Gundersen et al. 2004). In
this light, Sahlsten et al. (2010) determined thatincrement of areal use of moose in

the near vicinity of the supplemental feeding sresches a distance up to 100-200 m.

There are three main causes of tree damage by Teey. can be due to browsing,
stripping bark and by fraying trees with antlersli(®92). Deer feeding adaptations are
classified within a range from true highly seleetibrowsers to mixed feeders with a
high content of grass in the diet, some showindepeaces for certain plant species, and
consequently, the effect of browsing to the habiat only depends on plant
palatability, availability and composition but also deer species (Gill 1992). Conifers
are usually browsed in winter, whereas broadleaaes commonly consumed in
summer (Miller et al. 1982; Klein et al. 1989; Maiet & Ballon 1990), with some
exceptions such as willo@alix sp. that contribute significantly to red deer ane deer
winter diet (Szmidt 1975; Jamrozy 1980). Browsingynialt tree growth for several
years or decades (Roth 1996; Bergquist et al. 20B8) example, in a simulated
browsing experiment on Norway sprudeidea abies) height growth reduction was
linearly correlated with the number of years thewsing experiment was applied
(Mitscherlich & Weise 1982).
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Moreover, browsing pressure can be influenced ke rislative palatability of the
species (Gill 1992), i.e. tree species are not gutamally used to their availability
(Mansson 2007). Consequently, tree species camrded according to their relative
preference, establishing rowaBofbus aucuparia) as the most preferred and Norway
spruce as the least prefered (Bergstrom & Hjelt®87). Eiberle and Bucher (1989)
exemplified this concept when browsing by roe deersilver fir (Abies alba) was
studied. They found a reduction in browsing whemn ghrveyed species was associated
with more palatable ones like asRr&xinus excelsior), rowan and sycamoreAger
pseudoplatanus), but the opposite effect when less palatableispagere abundant like

beech Fagus sylvatica) and Norway spruce.

Alternative food sources have also been suggesiedave an opposing effect on
browsing damage (Mitchell & McCowan 1986). This waso shown by Welch et al.
(1991), where browsing caused by red and roe de&itka spruceHicea sitchensis) in

winter was mainly associated with ericoid shrubezov

Aim

In this study | investigate deer browsing pressareéhe predominant and economically
most important tree species in the study area (Hgrspruce), in relation to
supplemental feeding sites. Since spruce is theirdor but also one of the least
preferred tree species, it is assumed to be aesirtaticator of deer browsing pressure
and its spatial distribution around the artifidieéding sites. By determining the spatial
pattern of the browsing pressure it will also begible to elucidate which are the key
factors of the habitat, significantly related witirowsing. More specifically, the
research questions and hypothesis tested are:

« Quantifying the browsing pressure on Norway spiinciree height classes i.e.
(1) <1m;(2)1-4mand(3)>4 m. A higher oceace of browsing in smaller
trees was hypothesized since the most vulneralgth@nge is suggested to be
between 30 — 60 cm (Staines and Welch 1984; Wdleh 4988, 1991 in Gill
1992). The first and second height classes areoties that if browsed, will
suffer the largest growth reduction and morpholalgaiterations, which in turn
will affect future economic value (Gill 1992; Welehal. 1992).
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Investigating how the browsing pressure is reldtedistance to supplemental
feeding sites. Browsing pressure is expected tdirgeavith distance from
supplemental feeding sites (decreasing the praporaf twigs browsed as
distance from supplemental feeding sites increasekrentral place foraging
theory suggests (Schoener 1979; Rosenberg & McKel989).

Elucidating the factors that may have a significafféct on the found browsing
pattern on Norway spruce.

o The following factors will be tested: Dominatingrést type, Structural
complexity (multi-layered forest stand), browsingegsure on pine,
alternative food (amount of shrubs species sudblueberry Yaccinium
myrtillus), lingonberry Y. uliginosum) and heatherQalluna vulgaris)

present ) and Deciduous tree density.

Investigate the effect of the type of supplemefgating site for the browsing
pattern. Half of the stations surveyed provide $aipental food for both fallow
deer and wild boar, while the other half providedofor fallow deer only,
consequently the potential areal interference ah lsympatric species will be

tested.

The effect of tree morphology on browsing pressidaway spruce is one of
the least preferred species but still browsed, ccale trees selected for

browsing be based on tree morphology?
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Methods

Study area

The study was performed at the Koberg estateyt#i68°N & longitude 12°E), within
Vastra Gotaland County in south western Sweden (Fidgrhe area is approximately 90
km? in whichca. 79 % consists of forested areas, 16% arabledaddastures, and 5%
consist of mires, marshes, lakes and parks (WRG@8) (Appendix ). The open arable

land and pasture are cultivated to enhance thgingreapacity of the habitat, to sustain
higher densities of large herbivores. Deer popatteais artificially fedad libitum with a

total of 500-700 tons/year of silage.

| STOCKHOLM

Figure 1. The 10 000 ha study area indicated with a blackbtary in the top panel, and

its location in south western Sweden (bottom rggttel).



Methods

Fallow deer and other ungulates in the study area

The European fallow deer was introduced in Swezerl570s (Carlstrom & Nyman
2005). Presumably due to herd characteristics laaddpacity of adaptation to different
environmental conditions, its use as a game spa@ssdnitially promoted at the estates
and among noble Swedish families. Nowadays, falleer has viable populations up to
latitude 64°N being present in wild conditions ih except one (out of 21) Swedish
provinces (P. Kjellander, unpubl. data) with an wainreported harvest of 20 000
individuals (Jagareférbundet 2011).

At the study area (Koberg Estate), approximatelya®Ow deer were introduced in the
1920s. In April 2007, the free ranging fallow deer ptaiing the estate was estimated
to 2600 individuals (327 animal/1000ha) by the ‘tBrece sampling” method (Buckland
et al. 2001; P. Kjellander, unpubl. data). Thishhdger density has during the past 10
years been maintained by supplemental food provatedibitum during 3-4 winter
months. In total more than 50 supplemental feediteg are distributed throughout the
10.000 ha large estate. Several of these feediag also provide supplemental forage
all year around for wild boai(s scrofa). Apart from wild boar and fallow deer there
are also roe deer and moose present in the arda deibsities of 17 and 6.5

animal/1000ha, respectively (P. Kjellander, unpdhta).

Study design

A total of 24 supplemental feeding sites were setbdo measure the herbivore
browsing pressure upon conifer tree species, espeficusing on Norway spruce. The
target feeding sites were selected based on itgidwci.e. the selection was made to
cover homogenously the whole study area. The balantong feeding site type was
kept selecting half exclusively designed for deed ¢he other half for wild boar and
deer. This made possible to test whether it exiateignificant interference in the use of
the feeding sites by both sympatric species relaiéid browsing behaviour. However,
the other existent supplemental feeding sites cddde an effect in the results,
although in the field none overlap between the eyrd transects and the non-selected
feeding sites was observed. The sample size asnsegoence is assumed to be

representative of the reality observed.
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For each station and in each cardinal directiox pgits were surveyed at 0, 50, 100,
200, 300 and 400 m distance (Fig. 2) from theieidif feeding sites (summing a total
of 557 surveyed plots). Plot 0 was always definedhee closest conifer tree to the
centre in the surveyed direction. The first thre&mgpwere separated with only 50 m to
increase the resolution in the first hundred metansl the maximum length (400 m)
was set, according to the distance in which the aissupplemental feeding sites by
moose declines (Sahlsten et al. 2010). Once the QoMvas defined, a 400 m long
transect was designed using a hand held GPS (GP33&Bx; Garmin international
Inc.), along with the rest of the plots at fixedtdinces. When encountering non-forested
areas, all plots were moved until the next foreste@ was reached, or until a maximum

transect length of 500 m. Otherwise the survey stastened.

N
/ °
il o \
/ \
( XY + oo o)
\ /
N ® /
‘1\\\ o
‘.“\\W . ////,
19095 0 190 380 570 760
P e Veters

Pablo Garrido. Projected Coordinate System SWEREF93_TM.

Figure 2. Study design around supplenlemental feeding sited an

1.900850 0 1900 3.800 5.700 7.600 & & " . .
e veters  distribution over the study area at Koberg irg in soudistern Sweden.

Vegetation surveys

Conifer tree species

Scots pine Rinus sylvestris) and Norway spruce were classified into threeedght
height classes in order to cover the tree heighttspm in the study area: (1) <1 m, (2)
1 -4 mand (3) >4 m. From the center of eachitstin a 4 m radius, up to six target
trees were selected (one per class and specieskld$est trees to the center of the plot
were measured. To estimate browsing pressure artespwo branches per tree were

selected at random for detailed inspection. Thedives were chosen within a height
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range of 0.5 to 2 meters at the target trees. Teg visually classified in one out of 5
categories (Appendix Il). The Class 0 was definedr@es without branches, with dead
branches, dried or not available; for categorieg,13 and 4, a five branch sample for
each category was taken and the total number afstwccessible for the herbivore
fauna counted and averaged (Appendix Il). The selemf the branch samples was
based on the different number of twigs per bramefg(density per branch) observed in
the field. The number of twigs per category wasesed at 127, for the first category;
293.2, for the second; 515, for the third and 87&#the fourth category. The diameter
of the stems was measured with caliper (note: th@eter was measured at diameter at
breast height: 1.3 m (DBH), unless trees were thas 3 meters high, taken the
measurement at ground level) and height estimayedidual comparison with a two

meter stick (Appendix IlI).

Moreover, when small selected trees and branchetioed less than one hundred
twigs, all their twigs were counted instead of siisd into the mentioned categories.
All browsed twigs per branch were counted and assuhple of five browsed twigs

selected to measure the twig diameter from the bités twig diameter was measured

with a precision caliper in millimeters.

Deciduous tree species

Due to the scarce occurrence of deciduous treesp@nuous 400 x 2 m line transect
was performed. Start and end points of each transexe defined in accordance with
the previous plots defined at the conifer surveythe transect started in the center of
plot 0 and ended in the center of the plot 400efmrh cardinal direction. When plots of
the conifer survey were moved to avoid non-foresies (crops, fields, lakes etc.), the
deciduous survey was modified accordingly. All teziduous trees within the transect
(direction) were counted (Appendix IV). Thus anirestion of the deciduous trees
density was obtained (the same deciduous treetgamss assumed for all plots in each
direction). This was done to elucidate whetherraéttve food positively or negatively
affect the browsing pressure on spruce. Only than repecies were surveyed i.e. the
ones with higher probability of occurrence in thiedy area, within six categories (5

defined tree species and one group of rare spetiea)decreasing scale of occurrence,

12
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the following are: silver birch Begtula pendula), downy birch Betula pubescens),
willow (Salix ssp.), pedunculate oa®ercus robur), aspen Ropulus tremula) and the
class others that comprises: small-leaved limkg cordata), ash Fraxinus excelsior),
Scots elm @lmus glabra), Norway maple Acer platanoides) and rowan $orbus

aucuparia).

Field layer (shrub species)

The available biomass of five different shrub specwas surveyed (blue berry
(Vaccinum myrtillus), lingon berry V. vitis-idea), bog-blue berry \{. uliginosum),
heather Calluna vulgaris) and bramble(Rubus ssp). In the center of each plot, a 25x25
cm wooden frame was placed and all living plantghef5 target species were cut with a
scissor, separated in different paper bags and @tie’0° Celsius for minimum of 72
hrs. The dry matter was weighted to the near cemtigwith a precision scale. Both

bog-blue berry and bramble were finally disregarded to their scarce occurrence.

Habitat description

A habitat description for each plot was performgdvisual estimation of the presence
of tree species (%) (spruce, pine, birch, aspemano oak and willow) within a 10 m
radius. Moreover, the stand status was also egdndistinguishing between clear-cut,
plantation (< 1 m), young (1.1 - 2 m), young (pogrmnercial thinning) (2.1 — 5 m),
thinning (5.1 — 15 m) and old growth (> 15 m) (Appe IlI).

! Bramble is expected to be found with difficultiise to its highly preference by large herbivorentau
and the habitat characteristics in the study arean(y according to the disturbance regimes), wiaidh
not the optimal for the occurrence of the species.

13
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Preliminary variables for modelling

Response variables

Browsing pressure

The term “browsing pressure” is defined as the priopn of browsed twigs (shoots) per
selected branch category at the target trees dtinmgrevious winter (see vegetation
survey on conifer trees). However, with the prestatly design it was not possible to
distinguish among the different species of browpegsulating the study area. Thus, it is
assumed that browsing pressure is mainly exertedthiey abundant fallow deer
population, which comprises more than 93% of thebikeres coexisting at the study
area. In contrast, this assumption it can alsocatfee results obtained. In the present
study, only browsing pressure on spruce is used essponse variable. It was also

separated in three classes or categories, relateekt height:

y1=>» Browsing proportion in spruce less than 1 metghi{D to 1).
y2=» Browsing proportion in spruce 1 to 4 meters higto(1).
y3=>» Browsing proportion in spruce more than 4 metegg (O to 1) .

Predictors or explanatory variables
Deer station (DS):Dummy variable (0 or 1), acquiring the unit valueen the feeding
site is designed just for deer (silage only) and zghen designed for wild boar and

deer (silage and corn).

Direction (D): Categorical variable constituted by the four tesmtdirections: North,
East, West and South.

Distance from supplemental feeding site (Pt)Treated as a continuous variable.
Represents the distance to the center of the sueplal feeding site at 0, 50, 100, 200,
300 and 400 meters, in which the response varnabtemeasured.

Shape of spruce categories 1,2 & 3 (S1;2;3)he variable shape of spruce trees was

created for each of the three tree height clasdss.shape index was constructed as a
ratio between diameter and height [cm/m].

14
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Shape of pine categories 1,2 & 3 (Spl;2;3fhe variable shape of pine trees was
created for each of the three tree height clasdss.shape index was constructed as a
ratio between diameter and height [cm/m].

Browsing pressure on pine categories 1,2 & 3 (Bp1®: Browsing pressure on pine
was created for each of the three tree heightetass the proportion of browsed twigs
previously defined (selResponse variables).

Shrub species (BLH):Quantitative variable in [g/fhestimated by the sum of available
dry biomass of blue berry, lingon berry and heatizanpled at each plot (the other two
species were excluded due to their scarce occu@yenc

Deciduous tree density (TD):Continuousand quantitative variable [treesnthat

represents the density of deciduous tree spe®eg #he surveyed transect

Structural complexity (SC): Describes the structural complexity of the plag.(multi-
layered tree stand). A categorical variable thatresents the distinct forest stand
management stages (silvicultural stages), thatbeafound in the surveyed plots, i.e.
plantation (< 1 m), young (1.1 — 2 m), young (pogaeercial thinning) (2.1 — 5 m),
thinning (5.1 — 15 m) and old growth (> 15 m), iraage of 1 to 5.

Forest type (FT): Forest type was calculated using the percentageiseofmain tree
species surveyed at each plot. This variable reptesthe main tree species
composition of the forest stand. The classificatismas made according to

Riksskogstaxeringen (2006) standards as follows:

» Spruce forest: Containirg70% spruce trees species at the plot.

* Pine forest: Containing 70% pine trees species.

« Mixed coniferous forest: Containirgg70% coniferous tree species.

* Mixed deciduous forest: Composed by 31 to 69% ocfdi®us tree species.

» Deciduous forest: Containing 70% deciduous tree species>060% of hard

wood tree species such as pedunculate QaierCus robur), European beech

15
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(Fagus sylvatica), elm Ulmus ssp.), ash Fraxinus excelsior), rowan Eorbus

aucuparia) etc.

Statistics and Modelling

Data exploration

Data exploration is a crucial part that should pdecthe statistical analysis, and most
statistical violations can be avoided by applyingedter data exploratioZuur et al.
2010). Thus, type | and type Il errors (type | errejecting the null hypothesis when it
is true; type Il error: failure to reject the niiypothesis when it is untrue), can be
reduced or avoided, thereby minimizing the risk mi&king wrong ecological
conclusions (Zuur et al. 2010).

The exploration is started by looking for outliersvariables with a high degree of
heterogeneity. These specific values named outirarg cause overdispersion problems
in General linear modeling (GLM) using Poisson mromial distributions when in fact
the result is not binary (Hilbe 200A.common graphical tool used for outlier detection
is the boxplot in which any data points beyond rdate limit are considered as outliers.
Likewise, another graphical method to visualizentheas utilized, which provides
more detailed information than the boxplot, namésls€and dotplot (Cleveland 1993).
Thus, outliers were checked both in the responsgabia and in the predictor browsing

pressure on pine (Appendix V).

Before including interaction terms in the modeiss iessential to know whether the data
is balanced or not. In this case, the data wasitbalanced therefore it was not possible
to include any interaction terms, in order to rexlube probability of producing

outcomes determined by a small number of influ¢ptigervations (Zuur et al. 2010).

Variable selection procedure

To investigate the possible relationship of eaghlanatory variable with the response a
one factor model for each predictor were constdictdowever, the usual 5%
significance level is too severe for model buildmgposes; therefore, a value less than
25% (McCullagh & Nelder 1989; Hosmer & Lemeshow @QOwas applied.
Accordingly, only those significant enough to belided in the maximal model were

16
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selected, for each of the three response varidplesy2 and y3). When a candidate
predictor variable was not possible to include e tmaximal model (e.g. due to
excessive missing data, skewness of the whole mbdwtluded etc.), the one factor
model for that candidate predictor was used to stigate the relationship. Another
important question is to determine possible codliitg problems between covariates,
which can led to type Il errors. Consequently, elation levels between the factors
potentially included in the model was tested (AmbenV), in order to avoid the
inclusion of strongly correlated variables (cortiela coefficient > 0.5) in the same
model (Edge et al. 1987).

Model selection

The approach was to work with GLM’s, in which it recessary to specify the

distribution of the data, the link function whiclestribes the relationship between the
mean value and the variance in the distributiore (88sson 2002), and the linear

predictor. The choice of distribution affects tres@amptions since the relation between

the variance and the mean is known for many digiobs (Olsson 2002).

In this case, since the response variable was pogron (i.e proportion of browsed
twigs) a Binomial distribution with a logit link veafirst tested. Due to the nature of the
data set with many zero observations, the modeigubinomial errors did not fit
adequately, leading to overdispersion. Thus, aiduasemial distribution was used
specifying a more appropriate variance functiongsehthe dispersion parameter is not
fixed (Appendix VI). One disadvantage of the metl®dhat it is not computing AIC
(Akaike Information Criterion; Akaike 1974) valuefecause the log-likelihood
parameter cannot be calculate, so the subsequeldl s&lection procedure was limited.
Another limitation is the impossibility to obtaihe coefficient of determination, which
expresses the amount of variation in the respomsmble that is explained by the
model. The dataset was in this perspective too Isamal a major limitation for a
successful analysis applying the above mentionethadei.e. too many cases with
missing values. In consequence, | opted for finding best transformation of the
response variable to allow for a normal linear esgion model to fit the data,

previously tested lack of normality in the respomnagables by Shapiro-Wilk normality
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test. Browsing data is commonly highly skewed, ¢f@ne, a log(x+1) transformation is

suggested to normalize it (Krebs 1994).

A good model is a compromise between parsimonycamdpleteness (Olsson 2002),

and therefore the maximal model was fitted and fdiferent model selection

procedures were run to produce a group of parsiomsncandidate models for each

response variable (Appendix VII). The following nebdselection procedures were
applied, using R 2.13.2 (R Development Core TearhlP@nd the wle (Weighted

Likelihood Estimation) package (Agostinelli 2010):

Parsimony method: The parsimony principles (OccarRazor) for the

simplification of the maximal model were used. Henall non-significant
factors were removed until the group of models wligined (one per response
variable) (see Crawley 2005).

The selection of an appropriate subset of explapatariables is crucial in

statistical analysis when linear regression modet¢sused (Agostinelli 2002).

However, classical stepwise regression methodsbeamvalidated by a few

outlying observations (Agostinelli 1999; 2002). Elebased on data exploration
it was assessed not to apply robust stepwise r@gremethods (Markatou et al.
1995; 1998).

Mallows Cp: Mallows Cp is a method for model satattwhich uses the least
square method to assess the fit of a regressioreimtids applied when the
objective is to select among a number of prediemables to find the best
model involving a subset of the latter (Mallows 397This method evaluates

the Mallows Cp for each linear candidate model.

Cross Validation: The Cross Validation method (Sh&63) is used to choose a

subset of the best linear candidate models. Itctela model with the best
average predictive ability calculated based ordiffiérent ways of data splitting
(Shao 1993). Hence, a group of parsimonious mddelsach response variable

was obtained.
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» Stepwise method: This procedure selects the bestidate model, using the
least square method (Goldberger 1961). Thus, teedamdidate model for each

response variable according to this methodologypvasured.

e Akaike Information Criterion (AIC): The AIC metho@Rkaike 1974; Shibata
1981) produces a set of candidate models basetheomaximum likelihood

principle. This method is discarding the variablleat according to each AIC

values are not adequate to form the parsimoniowemo

This procedure resulted in a set of five potenhi@st parsimonious models for each
response variable. The parsimonious models wetedfiand its diagnostic graphs
plotted. In order to determine the best model amthreg candidates, three different
criteria were used: the model significance lookatdP value, the adjusted coefficient of
determination, and the diagnostic graphs i.e. Ridsdvs Fitted values, Standardized
residuals vs Theoretical Quantiles (Normal Q-Q),al&docation (Standardized

residuals square rooted vs Fitted values) and Ralsids Leverage.

Different diagnostic tools have been developed ibuthe present study, the use of
graphical tools was investigated as suggested bytddmery & Peck (1992), Draper &
Smith (1998) and Quinn & Keough (2002).

The classical application of linear models restcertain sets of assumptions (Olsson
2002):

« The model used for the analysis is assumed tanbariand correct.

* The residuals (pare assumed to be independent.

* The residuals (pare assumed to follow a Normal distribution witlean zero.

e The residuals (g are assumed to be homoscedastic i.e. to havenstaca

variances?e for all predictors.
Thus, graphical tools have been used to detectriepsa from these assumptions,

however, only the failure on the Normality and langéy assumptions can cause the

model rejection.
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Results

Descriptive statistics
Within a total of 557 surveyed plots, 723 sprueesrwere measured (Tab. 1).

Table 1 Distribution of the surveyed trees in relatioretch fixed distance from the supplemental
feeding sites and in relation to tree category.

Number of target trees measured at fixed plot dcsa
Response Distance from supplemental feeding sites (m)
variables 0 50 100 200 300 400
yl 35 48 45 44 38 39
y2 33 34 37 27 38 17
y3 45 51 46 44 49 53

From the first height category (i.e. < 1 m), 248yet trees were measured. In 308 plots
this height class was not found. In total 20.5%swiveyed target trees were browsed.
The mean browsing proportion per tree was 7.7+4(#%an+SD), and the mean

diameter of the browsed twigs was 1.7+0.5 mm (m&ant

250
]

Figure 3a. Histogram representing the
frequency of browsed trees. The major
part of the trees belonging to this high
class did not undergo any browsing.
The numbers in the X axis represent the
upper interval limits of the browsing
proportion of the sampled branches per
surveyed tree. Bars were generated in
5% intervals.

Frequency
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| |

100
!

50
|

0.0 0.2 0.4 0.6 0.8 1.0 )
In the second height category,

Proportion of browsed twigs in spruce < 1m high
l.e. trees 1 — 4 m high, 186 target
trees were measured (Fig. 4), and in 371 plotsttbés category was not found. A total
of 26.3% of the surveyed trees were browsed. Thannbeowsing proportion per tree
was 7.5+£7.8% (mean+SD). The mean diameter of thevded twigs was 2.2+0.6 mm

(meanzSD).
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Figure 3b. Histogram representing thdrequency c
browsed treesThe major part of the trees belonging to
high class did not undergo any browsing. The numlix
the X axis represent the upper interval limi$ the
browsing proportion of the sampled branches perestar

tree. Bars were generated in 5% intervals. ) .
In the third tree height category

(i.,e. > 4 m high) a total of 288

trees were measured, and in 269

200
]

plots the target tree category was

150
!

not found. In this category 29.9%
of spruces were browsed. The
mean browsing per tree was
7.1£5.6% (meanzSD).

Frequency
100
|

0.0 0.2 0.4 0.6 0.8 1.0 . . .
o Figure 3c. Histogram representing
I Proportion of browsed twigs in spruce 1-4m high the frequency of browsed trees. The
S mf';uor_ part of the. trees belonging to
N this high class did not undergo any

browsing. The numbers in the X

o . .
S axis represent the upper interval

limits of the browsing proportion of
the sampled branches per surveyed
tree. Bars were generated in 5%

Frequency
150
|

g intervals.
—
o _|
o
The mean diameter of the
o -

. . . . | browsed twigs was 1.6:£0.4

0.0 0.2 0.4 0.6 08 10 mm (mean+SD). There were

Proportion of browsed twigs in spruce > 4m high

significant differences related
with mean diameter between category 1 and 2 (t30;3 < 0.001; Welch Two Sample
t-test), 1 and 3 (t = 3.87, p < 0.001) and 2 ar{d=38.15, p < 0.001). In the study area a

total of 25.7% of the surveyed trees were affebietirowsing.
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Modelling browsing on spruce

In regard of the first response variable (trees m),1the factors distance to the
supplemental feeding site (Pt) and shrub speciés$i)Bvere significantly and near
significantly negatively related to the responsealde in the 1-factor model, which
indicates that the browsing pressure decreasdukagistance and the amount of shrubs
increased. However, in the maximal model they apgueanot significant and were
excluded by all model selection procedures (Tab2Ba

Figure 4. Relation between browsing

pressure and both distance from
supplemental feeding sites and
biomass of shrub species (alternative
food). Red line shows 1-factor model
fit for the variables compared.

o

o —°— Model fitted

|

o

|

o o

Browsing pressure on Spruce <1m high (log(y1+1))
Browsing pressure on Spruce <1m high (log(y1+1))

] ]

o o

9 9

o o

o o

S | S 2 Deciduous tree density (TD) and
1o} 1o}

= o s s shape of pine (Sp2) seem to be
S 8o S ignifi

gl 8 S significant enough for model

8 1g°o ° 2 e, building and positively related

S oo g o o o é; o

o 45\20\@\011 o J&‘“\ to the response variable,
o <] [ = o o

o T o

whereas they were not
0 100 300 0 4000 8000

Distance from feeding sites Biomass of shrubs species (gmz)  SigNificant in the maximal nor
retained by the parsimonious
model by any selection method. Likewise, categbneaiables such as direction (D),
structural complexity (SC) and dominating foregiey(FT) were not significanger se
but they always contained some significant levétb( 2a). Thus, eastern direction was
always significant both in 1-factor and maximal ralsd in contrast to the other cardinal
directions. In this light deciduous forest and lsvk and 2 of structural complexity had
a positive and significant and nearly significamiationship with the response,
respectively. Consequently, browsing pressure majffer among forest type and

structure, although they are not the main factoesxplain browsing on spruce (<1m).

Moreover, the parsimonious model selected (AppeMdix highlights the importance
of the shape of spruce (S2) and browsing proportibpine (Bp2) (Tab. 2b). Both

variables have a positive significant effect onlih@wvsing pressure on spruce.
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Figure 5. Relation between browsing
pressure on spruce (< 1m) and the,
variables that best explains theg
occurrence i.e. spruce shape (Class &
and browsing pressure on pine (Clas&
2). The red line shows the fit of the 1-&
factor model for each variable.

<imh

Both variables were kept by all$
model selection procedures (Tab%)
2b) explaining more than 40% ofi

=

the variability of the responseg

p

n

variable.
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Table 2a Models at plot scale for the first category ofpense variables, i.e spruce < 1m high. Log-
transformed +1browsing proportion is modelled darection of the covariates listed in the first cmio.

All factors were tested by 1-factor model. Factorarked in bold were also included in the maximal
model. *significant factor, © nearly significantctar. For explanation of the model simplificatioaes

Methods

Tested variables

1-factor model

maximal model

Estimate P P model estimate P P maodel
North 0.032 0.261 -0.049 0.509
S [ South 0.040  0.04D o -0.049  0.736
8 | East 0.023  0.001 i -0.055  0.027
2 | West 0.028 0.515 -0.049 0.559
Deer station 0.002 0.694
Distance to Fd.St (Pt) -8e-05 0.001 7e-06 0.881
Shape of spruce class 1 0.003 0.423
Shape of spruce class 2 0.019 0.047 2e-02 0.019
Shape of spruce class 3 0.021 0.102
Browsing on pine class 1 0.005 0.818
Browsing on pine class 2 0.029 0.003 5e-02 0.005
Browsing on pine class 3 -0.017 0.570
Shape of pine class 1 3e-04 0.951 -
Shape of pine class 2 0.005 0.164 7e-03 0121 o
Shape of pine class 3 0.010 0.240 o
Shrubs species (BLH) -4.e-06 0.079 -2e-06 0.231
Deciduous tree density 0.013 0.200 2e-02 0.294
_ . |sc1 0.023  0.001
g£|SC2 0.037 0.061 -
5o |SC3 0.030 0.359 ‘I"B_
EE5[sc4 0.032 0.480 S
©lscs 0.038 0.344
> o Spruce forest 0.065 0.222
£ 2| Pine forest 0.067 0.206 -
g # | Mixed coniferous forest 0.070 0.165
§ £ [ Mixed deciduous forest 0.051 0.658 ©
O * | Deciduous forest 0.040 0.049
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Table 2b. The most parsimonious models created by 5 diffemaodel selection procedures are
presented. The log-transformed y1+1 browsing priigroris modelled as a function of the covariates
listed in the second column. The Coefficient ofedetination and degrees of freedom for each moagel ar
also shown in the third and fourth column. P-valaEthe F-statistic for parsimonious candidate ni@de
are also listed on the fifth column. The model rearkn bold is selected as the most appropriate to
describe the relation with the response variatde (dethods). D: direction; S2: shape of spruce rs#co
class; Bp2: browsing proportion of second clasg piaes; Sp2: shape of pine second class.

Parsimonious model Adj R? df P value Intercept
Mallows Cp S2+Bp2+Sp2 0.481 23 <0.001 yes
Stepwise selection Bp2 0.239 42 <0.001 no
Cross-Validation D+S2+Bp2 0.412 22 <0.001 yes
Akaike Criterion S2+Bp2+Sp2 0.481 23 <0.001 yes
Parsimony S2+Bp2 0.415 25 <0.001 yes

For the second response variable (spruce treesn);4ive factors appeared to be
important explaining the browsing pressure on spr(itab. 3b), whereas browsing
pressure on pine (Class 1) and shape of pine (Qlassre not considered. Browsing
pressure on pine (Class 1) was highly correlatetl thie covariate browsing pressure
on pine (Class 2), and the factor shape of pin@g€ll) had a severe lack of data

(Appendix V). Therefore, they were examined by tbifanodel (Tab. 3a & Fig. 6a; 6b).

Figure 6a. Relation between browsing

2 5 pressure on spruce (Class 2) and
<§ browsing pressure on pine (Class 1).
> 24 The legend shows the fitted model, its
Z/ |+ Model fitted (Im(log(y2+1)=0.016x-0.001)) explanatory power and the model p_
2 n

s 3 value.

<Er |+ R2=0.1237; p=0.009

PR Deer station (DS), distance to
(§ @ supplemental feeding site (Pt)
o

RN and quantity of shrub species
g oS

% . (BLH) were related in inverse
£ o] ©

g proportion with the response
o g — 50 9 o

. . . . . . variable, which indicate that the
0.0 0.2 0.4 0.6 0.8 1.0 .
browsing pressure decreased as

Browsing pressure on Pine <1m high (Bp1)
they increased. However, only
the distance to supplemental feeding site was fe&tgni (Tab. 3a). All the mentioned

variables were included in the maximal model.
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Results

0.7

0.6

|+ Model fitted (Im(log(y2+1)=0.003x-0.004))

0.5

|+ R2=0.0652; p=0.0649
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|

Browsing pressure on Spruce 1-4m high (log(y2+1))
0.2

Shape of Pine <1m high (Sp1) in [m/cm]

Figure 6b. Relation between browsing
pressure on spruce (Class 2) and shape
of pine (Class 1). The legend shows the
fitted model, its explanatory power and
the model p-value.

On the other hand, shape of
(Class 2),

pressure on pine (Class 2), and

spruce browsing
structural complexity showed a

positive relation with the
response variable and were also
included in the maximal model,

although only browsing pressure

on pine (Class 2) was highly significant in botle thfactor and maximal model (Tab.

3a). Finally, to explain the browsing pressure, paorsimonious models were selected

among the potential candidates (Tab. 3b; Appendix Vh addition, the quantity of

shrubs was the only factor dropped by all modetct®n procedures, indicating the

importance of other factors explaining the browsragability of the response variable.

Browsing pressure on pine (Class 2) appeared o paramount importance; it showed

a positive and highly significant relationship ajomll the statistical procedures,

explaining more than 36% of the response varigbilit

~
o
©
o

—©— Model fitted (Im(log(y2+1)=0.05x))
n |
o

—©— R2=0.3692; p=1.184e-05
< ]
o
@
o
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o ° o
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Browsing pressure on Pine 1-4m high (Bp2)

Figure 7. Relation between browsing
pressure on spruce (Class 2) explained by
browsing pressure on pine (Class 2). The
legend shows the fitted model, its
explanatory power and the model p-value.

Deer station is a dummy variable
negatively related to the response
it could be

variable, therefore

indicative of certain negative
interaction regarding areal use of
the near vicinity of the feeding
sites by fallow deer and wildboar.
However, this variable was not
significant

model (Tab. 3b; Appendix VII).

in the parsimonious
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5 Figure 8. Relation between the response (i.e.
B browsing pressure on spruce (Class 2)) and the
° distance to the artificial feeders. Red line repnés 1-

factor model fitted.

0.5

0.4

Similarly, distance to feeding sites (Pt) was

0.3

the only highly significant covariate

0.2

(negatively related) in the parsimonious

0.1
coa o o

Browsing pressure on Spruce 1-4m high (log(y2+1))
o
o [ele]

° model (Appendix VII), whereas shape of

0.0

|

o 100 200 200 200 spruce (S2) and structural complexity were

Distance to feeding station

positively related but not significant (except
at the first and forth level of SC).

Table 3a Models at plot scale of the second category efrésponse variable, i.e spruce 1-4 m high.
Log-transformed +1browsing proportion is modellesi aafunction of the covariates listed in the first
column. All factors were tested by a 1-factor modectors marked in bold were also included in the
maximal model. *significant factor, ° nearly sigoént factor. For explanation of the model

simplification see Methods.

. 1-factor model maximal model
Tested variables Estimate P P model estimate P P model
c North 0.004 0.681
S | South -0.002 0.385 b
8 | East 0.009 0312 2
o
West -0.017  0.069
Deer station -0.014 0.172 -1e-02 0.175
Distance to Fd.St (Pt) -le-04 0.001 -2e-05 0.523
Shape of spruce class 1 0.002 0.404
Shape of spruce class 2 0.015 0.116 1le-03 0.902
Shape of spruce class 3 0.018 0.302
Browsing on pine class 1 0.016 0.009
Browsing on pine class 2 0.062 0.001 5e-02 0.005
Browsing on pine class 3 0.033 0.332
Shape of pine class 1 0.003 0.065 .
Shape of pine class 2 0.003 0.550 8
Shape of pine class 3 -0.006 0.662 o
Shrubs species (BLH) -4e-06 0.145 -1e-06 0.469
Deciduous tree density -0.013 0.464
SC1 0.027 0.015 0.030 0.247
S ? SC2 0.037 0.491 ~ 0.055 0.145
28/SC3 0.047 0.134 9 0.056 0.132
=25|sc4 -0.004 0.156 S 0.074 0.027
PO lscs 0.038 0.682 0.051 0.470
> o Spruce forest 0.066 0.542
£ 2| Pine forest 0.076 0.365 o~
_E ;, Mixed coniferous forest 0.085 0.245 S
§ 2 [ Mixed deciduous forest 0.060 0.706 ©
O * | Deciduous forest 0.045 0.179
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Table 3b.Parsimonious models created by 5 different moelelction procedures are presented. The log-
transformed y2+1 browsing proportion is modelledaafsinction of the covariates listed in the second
column. The Coefficient of determination and degreéfreedom for each model are also shown in the
third and fourth column. P-values of the F-statistir parsimonious candidate models are also listed
the fifth column. The model marked in bold is sédecas the most appropriate to describe the ralatio
with the response variable (see Methods). DS: deaion; S2: shape of spruce second class; Bp2:
browsing proportion of second class pine trees;dRtance from the supplemental feeding site; SC:
structural complexity of the plot (multi-layerecst).

Parsimonious model Adj R? df P value Intercept
Mallows Cp Pt+Bp2+SC 0.397 34 <0.001 no
Cross-Validation DS+Pt+52+SC 0.168 174 <0.001 no
Stepwise selection  Bp2 0.369 40 <0.001 no
Akaike Criterion Pt+Bp2+SC 0.397 34 <0.001 no
Parsimony Bp2 0.369 40 <0.001 no

Finally, the browsing pressure on spruce treesm, three variables appeared to play a
crucial role; distance to supplemental feedingssitghape of spruce (Class 3) and
structural complexity. Therefore they were keptthe parsimonious model selected
(Tab. 4b; Appendix VII). The former was negativegjated to the response as well as

the latter, in contrast to the shape of spruce eteffect was positive and significant
(Fig. 9).

=

g

8 Figure 9. Relation between the

~ © [O © . . .

5 S - factors kept in the parsimonious
T < =N model and the response variable,
X ° é S in 1-factor models. Red line

g § R express its graphical relationship.
n

= 3 Moreover, another three
2 0 100 200 300 400 00 10 20 30 .

5 factors such as quantity of
@ Distance to feeding station Shape of spruce > 4m high

shrub species (BLH), shape

of spruce (Class 2) and browsing pressure on pt&s$

%: 3 1), were significant for model building purpose bt
;f S selected by any model selection procedures. Inrasint
fn, Sh g g ’ browsing pressure on pine (Class 1) had a signifieHect
% : '1 , ; ; ; on the response but its inclusion for modelling was
5 Structural complexity discarded because of the bias produced in the n{ddél

4a).
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Browsing pressure on Pine <1m high (Bp1l)

Figure 10.Relation between browsing pressure on spruce (@pasxplained by browsing pressure on
pine (Class 1). The legend shows the fitted matseéxplanatory power and the model p-value.

Nevertheless, this variable explained almost 20%hef browsing pressure in spruce
(Class 3) and therefore it must be taken into agcas an important driver. On the
other hand, this response category is the less riamoin terms of management
strategies and economic consequences, becausgrongth rates and wood quality of
the trees belonging to this category are no losggrificantly affected by browsing.
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Table 4a Models at plot scale for third category of resgmrvariable, i.e spruce > 4m high. Log-
transformed +1browsing proportion is modelled dsrection of the covariates listed in the first coio.
All factors were tested by 1-factor model. Factorarked in bold were also included in the maximal

model. *significant factor, © nearly significantctar. For explanation of the model simplificatioees
Methods.

. 1-factor model maximal model
Tested variables Estimate P P model estimate P P model
c North 0.032 0.518
S | South 0.036 0.265 pd
8 | East 0.026  0.001 g
2 | West 0.035 0.356
Deer station -0.002 0.761
Distance to Fd.St (Pt) -9e-05 0.001 -6e-05 0.022
Shape of spruce class 1 -0.002 0.832
Shape of spruce class 2 0.023 0.187 -4e-03 0.556
Shape of spruce class 3 0.038 0.001 le-02 0.284
Browsing on pine class 1 0.176 0.030
Browsing on pine class 2 0.005 0.238
Browsing on pine class 3 -0.010 0.773
Shape of pine class 1 0.012 0.617 ©
Shape of pine class 2 -0.001 0.652 8
Shape of pine class 3 0.011 0.236 o
Shrubs species (BLH) -8e-06 0.089 -2e-06 0.520
Deciduous tree density -0.009 0.625
o SC1 0.019 0.001 0.010 0.618
sE|SC2 0.009 0.185 ~ -0.009 0.056
2a/scs 0.031 0.199 Q 0.010 0.967
25[sScC4 0.016 0.837 ) 0.001 0.578
PO [scs 0.038 0.429 0.005 0.798
> Spruce forest 0.052 0.590
£ 2| Pine forest 0.052 0.592 <
E % Mixed coniferous forest 0.040 0.862 o
§ £ [ Mixed deciduous forest 0.040 0.868 ©
0 *= | Deciduous forest 0.034 0.302

Table 4b.Parsimonious models created by 5 different modekten procedures are presented. The log-
transformed y3+1 browsing proportion is modelledaafsinction of the covariates listed in the second
column. The Coefficient of determination and degreéfreedom for each model are also shown in the
third and fourth column. P-values of the F-statistir parsimonious candidate models are also listed

the fifth column. The model marked in bold is sédecas the most appropriate to describe the relatio
with the response variable (see Methods). Pt: mistarom supplemental feeding site; S2: shape of

spruce second class; S3: shape of spruce third; @4X structural complexity of the plot (multi-&rgd
stand).

Parsimonious model Adj R? df P value Intercept
Mallows Cp Pt+S3+SC 0.235 275 <0.001 no
Stepwise selection Pt 0.051 286 <0.001 yes
Cross-Validation Pt+S2+S3 0.161 70 <0.001 no
Akaike Criterion Pt+S3+SC 0.235 275 <0.001 no
Parsimony Pt+S3+SC 0.235 275 <0.001 no
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Discussion

Browsing pressure around supplemental feeding sites

In the area around the supplemental feeding sitesged i.e. in a radius of 400 m from
each feeding site selected, a total of 25.7% oftfirece target trees were browsed. By
height categories (as the response were classi?®d3% of spruce < 1 m, 26.3% of
spruce 1-4 m and 29.9% of spruce trees > 4 m, wahérbrowsing with a measa. 8%
per tree. Similar results were reported by Moorealet(2000) for fallow deer on
broadleaved species at the peak of summer consampihis suggest that the high
browsing occurrence on spruce in winter conditigmst preferred species), might be
related with the high fallow deer density and seppntal food quality that occurred in
the study area. In this line, an increment of sprbcowsing across spatiotemporal
scales around supplemental feeding sites have sfemmn for moose (van Beest et al.
2010), proponing that when more preferred specedeas abundant, it could cause the
inclusion of spruce into the moose diet (Faber &rBen 2000). In addition, it has been
suggested that the temporal increase of spruceungion around artificial feeders
could be related with a higher demand of roughageduilibrate the intake of the
forage supplied (Doenier et al. 1997).

The results indicated a lower occurrence of brogrsmsmaller size trees, compared
with the other two categories. This is in contnagh our hypothesis in which smaller
trees were expected to undergo a higher browsiegspre because they could be
reached by all sympatric herbivore species in tka.aOne plausible explanation could
be related to the higher content of secondary noéitab as a protection mechanism of
plants against herbivores (Stahl 1888 in Rhoade&)19or instance, a positive
relationship has been shown between higher levatstrmgen in foliage with a higher
susceptibility to browsing (for review see Gill ZY9and even the detection potential of
roe deer and moose related with differences inad@i nutrient levels (Gill 1992).
However, these defenses are costly due to thetaeswliversion of nutrient allocation
and energy (Rhoades 1979), with the consequerttiafifieon growth rate. Tree growth
can also be halted by browsing, as reported bydesget al. (2003) on Norway spruce
(Picea abies) where height growth reduction was linearly catetl with the number of

years in which the simulated browsing was applied.
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The present results indicated a higher browsingsure in the near vicinity of the
supplemental feeding sites, with a declining praighbwith increasing distance (Fig. 4,
8 and 9), as predicted by central-place foragirepy (Schoener 1979; Rosenberg &
McKelvey 1999). The variable distance has beentifieth as an important factor with a
significant effect on the browsing occurrence. lhswkept by all model selection
procedures for each response category except whgie@ to smaller size trees. In
smaller size trees it was significant in a 1-faatowdel but not in combination with
other factors, nor kept by any model selection @doces in the parsimonious

candidates related to the first response category.

The present results are in accordance with otlieliest (e.g. Guillet et al. 1996; Doenier
et al. 1997) showing that supplemental feedingssitpresent a focal attraction for
cervids and consequently, promoting a restrictedialpuse of habitat. The same pattern
was pointed out by van Beest et al. (2010) who gubthhat moose concentrated their
movements in a range of 1 km radius around suppleahdeeding sites. On the

contrary, an increment in browsing pressure asanigt increased (up to 900 m) was
reported for white-tailed deer around recently llgghed feeding sites, whereas it
remained fundamentally constant around the cotdations (Doenier et al. 1997). In

conclusion, the effect of supplemental feedingssite relation to browsing is still

unclear, and might be associated with the herbigspeeies and the spatial and temporal

scales considered (Gundersen et al. 2004; van Beabkt2010).

Factors affecting the browsing occurrence

The results presented here indicate that browsiegspre on pine is the most important
factor explaining the variation of browsing on sy although its inclusion in the
maximal models was not always possible due to eatwelation or lack of data and
subsequent model power reduction. Thus, they haea bormally tested individually
in 1-factor models. For the first and second (ydl §8) response variables, browsing
pressure on pine (Class 2) has a significant pesitnfluence on both responses.
Browsing pressure on pine (Class 1) however, hassdively significant relation to the
second and third responses (y2 and y3). The brgwsiassure on pine (Class 3) never
appears to be relevant for explaining the varigbif any response nor kept by any
model selection procedure. One may think that thsetence of other preferred species
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i.e. alternative food, should reduce the pressulgested on less palatable ones, but
surprisingly the results suggested the oppositeceffA possible explanation of this
effect could be related to deer density and inpeegic competition as concluded by
Schmitz (1990), where competition among white-thildeer at feeders forced
individuals to consume natural browse. These sodméractions have been
demonstrated for artificially supplemented whitdeth and red deer populations in
winter time, and for moose around mineral licksiogisummer (Ozoga 1972; Veiberg
et al. 2004; Courtier & Barrette 1988). Since thesmabundant deer species in the
study area is the gregarious fallow deer, suchraot®n ultimately determined by the
hierarchical status of the individuals within therdh would force the less ranked ones to
consume natural browse, with the consequent sefteadf the most preferred or
palatable species among the available (Danell. €t9l1; Gill 1992). Another possible
explanation is suggested by Palmer et al. (2003)his study it was demonstrated that
preferred plant species attract herbivores and esnaequence the neighboring plant
species received a higher impact than expeatpdori, which also would explain the

present results.

Alternative forage, illustrated in the present stbg the factor biomass of shrub species
(the sum of blueberry, lingonberry and heather) nearly significant in relation with
the three response variables in 1-factor modelsalt always included in the maximal
model but never retained in any parsimonious, fagkihg its relative importance in
combination with other factors. Even with a nonagigant effect on the response, it
showed an inversely relation with it, i.e. an imuent of the amount of shrub species
implies a reduction in the browsing pressure on thdrget species. It is not clear
however, why it is not an important factorapriori expected. For instance, for red and
roe deer browsing on Sitka spruce, a negativeioaléd the cover of ericoid shrubs was
found (Welch et al. 1991). Nevertheless, in anysislof the rumen content of fallow
deer carried out in the study area to determinaléee food choice and preferences, the
mentioned three dwarf-shrubs species were an i@moconstituent of the winter diet,
representing up to 15% of the total consumptionK@stensson, unpubl. data). The lack
of significance of this effect could be relatediwihe scarce occurrence of the species
due to their high preference by the herbivore fawiach occur at the study site at an
extremely high density, resulting in a less divess®d structural simpler habitat.
Another plausible explanation can be associated atving had only one year of data

32



Discussion

sampling, as a result, variable winter severityo{grcover), was not considered nor
revealed. Moreover deciduous tree density which as® considered here as an
alternative food source, did not exert any sigaltficeffect related to browsing. This is
presumably due to the deer seasonal summer preéeemd consumption (Miller et al.

1982; Klein et al. 1989; Maizaret & Ballon 1990)tlwsome exceptions such as willow
Salix sp. that can contribute significantly to red daed roe deer winter diet (Szmidt
1975; Jamrozy 1980).

Surprisingly, the categorical factor dominating efsir type was never significantly
related with any of three response variables, mirest with the findings of VySinova
(2010) where following a similar multi-variate mdliteg approach, this factor was one
of the most important to explain the winter brovgspressure on pine by moose. On the
other hand, structural complexity (multi-layeredrst) appeared as an important factor
accounting for the variation of the response véembwith the exception of the small
spruce trees (< 1m), for which this variable did sbow any significant effect. For
medium and large spruce trees this factor was gfathe most parsimonious models
selected, with an apparent effect of browsing rédncas forest stand structure
increased. However, this factor should be examwmigd caution since some levels are
composed by only a few observations (levels 4 andchir seldom when describing the
forest stands around the plots, so these levdlseiindependent variable SC contained
few values) and could, in consequence, lead to sinterpretation of the results.
According to the present results, Volk (1999) elsghbd a correlation between low
frequencies of damage and near natural forest iGhaykred) due to the higher
abundance of available forage. Stands subjectéddoy browsing normally exhibit a
structural bias towards medium and large treesréaew see Gill 1992). This may also
restrict the natural regeneration of once commea $pecies as shown for Canada yew
(Taxus canadensis), eastern hemlockéuga canadensis) and eastern white ceddh{ja
occidentalis) in the north-central states in the USA (Alversdraller & Solheim (1988)

in Andrén & Angelstam (1993)).

In contrast, the opposite effect has also beendndtallow deer can have a patchy
impact, facilitating the maintenance of small opgsi in the forest which could
contribute to increase the structural diversity (Eview see Gill 1992b). In conclusion,
the effect of deer browsing seems to be related igtabundance (deer density) and the
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vulnerability and density of the plant species (G892b). Perhaps the best example to
illustrate the effect of deer density was providsdTilghman (1989) who designed an
experiment creating five different enclosures fonitertailed deer at various fixed
densities (from 0 to 31 deer per K)rfor five years. After the experimental period, he
observed a decline in the diversity of browse ssm@sspecies in enclosures with high
deer density, and therefore browse resistant speocigld become dominant. This study
also suggests a curvilinear vegetation responseawsing, setting a density threshold
(15.5 deer per kif) from which the effect of deer on vegetation wapaent. In the
present study area the deer density, only accapmbinfallow deer, is higher than the
maximum tested by Tilghman (1989), and consequentjrong impact on vegetation

structure and composition may be expected.

The results presented here have also shown thertamge of the spruce tree shape,
specially medium and large size, to explain theati@mn of the response variables.
Likewise the factor shape of spruce (Class 2) weags kn the parsimonious models of
both first and second response high tree clasdesteas spruce shape (Class 3) was
associated just with the third (y3) response véialm any case, this parameter was
positively related with the responses, which migiggest a certain kind of attraction or
browsing promotion based on the tree's shape. Daheall. (1991) conclude that the
“foraging decisions [by moose] are made at the teaeel”, focus more on the
morphology of twigs and plants than on measuresutifitional quality (Shipley et al.
1998). At the same time, the shape of the treedbeamlated to the browsing intensity
as well as browsing can be associated to an indcitadge in the nutritional quality of
the twigs, by diverting compound allocation or gatien of induced second
metabolites. Thus, in the case of conifers, it banexpected that non-browsed trees
could exert a greater attraction for herbivoreslbgr association of a certain shape with
higher nutritional quality, and consequently trigpghe feed selection by deer. To
support this hypothesis it has been reported alsmbose and other browsers about the
capability of discrimination of pine browse based its nitrogen content (Ball et al.
2000) that secondary metabolites can influence aheice and that its production by
plants is a functional response to damage or brgysitensity (for review see Gill
1992). In this regard, it has also been suggestatittees with a previous browsing

history are more susceptible to new browsing, wderat branch scale, previously
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browsed twigs are usually avoided as a consequeinttee above mentioned induced

plant defences (for review see Coté et al. 2004).

In addition, the potential areal interference defaction between fallow deer and wild
boar was also aimed to be tested. This factor w#s leept in the most parsimonious
model concerning the second response variabletrees 1-4 m high, in which a
negative relation with the response was shown,oafh this factor appeared non-
significant in the model, and as a consequencergratation should be done with
caution. Nevertheless the sign of the estimatedcbalexpressing a certain kind of areal

interference and the subsequent reduction of brayvan the target trees.

In conclusion there were four main factors explaghe variation of browsing pressure
on spruce trees. These factors were: distance tl@mmsupplemental feeding sites,
browsing pressure on pine, spruce shape and staliciemplexity. The high browsing
values found on spruce were caused by both thacatn exerted by the supplemental
feeding sites and by the high deer density prasethie area, even though supplemental
food was provide@d libitum. However, these results could be affected by tisence

of other deer species in the area, for which tsrpretation must be done with caution.

Acknowledgements — | thank my supervisor Petter Kjellander for greading on my
manuscript and for giving me the opportunity of @egnto the great Grimsg, a cold piece of
beautiful paradise. | also would like to thank te tpeople with whose interaction my life
became easier and better, and were normally plaicéa bunker. At last but not least, | would
like to express a sincere thanks to Johan Manssoartect my manuscript in his own time.

35



References

References

Agostinelli, C. 1999: Robust model selection byo$x-Validation via weighted
likelihood methodology, Working Paper n. 1999.37gpBrtment of Statistics,
University of Padova.

Agostinelli, C. 2002: Robust model selection inresgion via weighted likelihood
methodology. -Statistics & Probability Letters 289- 300.

Akaike, H. 1974: "A New Look at Statistical Modebdntification," IEEE. -
Transactions on Automatic Control 19: 716-723.

Andrén, H. & Angelstam, P. 1993: Moose browsingSmots pine in relation to stand
size and distance to forest edge. -Journal of Addiicology 30: 133-142.

Augustine, D.J & McNaughton, S.J. 1998: Ungulatea$ on the functional species
composition of plant communities: herbivore selatti and plant tolerance. -
Journal of Wildlife Management 62: 1165-1183.

Ball, J.P., Danell, K. & Sunesson, P. 2000: Respook herbivore community to
increased food quality and quantity: and experimeith nitrogen fertilizer in a
boreal forest. -Jornal of Applied Ecology 37: 2452

Bergquist, J., Bergstrom, R. & Zakharenka, A. 20®8ponses of young Norway spruce
(Picea abies) to winter browsing by roe deeCdpreolus capreolus): Effects on
height growth and stem morphology. -Scandinavianri of Forest Research 18:
368-376.

Bergqvist, G., Bergstrom, R. & Edenius, L. 2003feEfs of moose (Alces alces)
rebrowsing on damage development in young standsSadts pine (Pinus
sylvestris). -Forest Ecology and Management 178:48%3.

Bergstrom, R. & Hijeljord, O. 1987: Moose and vegetainteractions in northwestern
Europe and Poland. -Swedish Wildlife Research Sup@13-228.

Buckland S.T., Anderson D.R., Burnham K.P., Laake, Borchers D.L. & Thomas L.
2001: Introduction to Distance Sampling. Estimatialgundance of biological
populations. Oxford University Press, Oxford.

Carlstrom L. & Nyman M. 2005. Dovhjort. Jagaref@dd/Svenska Jagareférbundet,
Kristianstad Boktryckeri AB, Kristianstad.

Chapman, D. & Chapman, N. 1997: Fallow deer: thistory, distribution and biology.
—2nd edn. Coch-y-bonddu Books, Machynlleth.

Cleveland, W.S. 1993: Visualizing Data. Hobart By&ummit, NJ.

36



References

Cooper, S.M. & Owens, M.K. 2006: Effect of suppleat feeding on spatial
distribution and browse utilization by white-taileer in semi-arid rangeland. -
Journal of Arid Environmentals 66: 716-726.

Cote, S.D., Rooney, T.P., Tremblay, J-P., Dussadlt,& Waller, D.M. 2004:
Ecological impacts of deer overabundance. -Ann@ali®v of Ecology, Evolution,
and Systematics 35: 113-147.

Coulson, T. 1999: The science of overabundancer @eelogy and population
management. -Biodiversity and Conservation 8(12)911721.

Coutier, S. & Barrette, C. 1988: The behavior ofos® at natural mineral springs in
Quebec. -Canadian Journal of Zoology 66: 522-528.

Crawley, M.J. 2005: Statistics. An introductionngiR. John Wiley & Sons Ltd, West
Sussex PO19 8SQ, England.

Danell, K., Bergstrém, R., Duncan, P. & Pastor2006: Large herbivore ecology,
ecosystem dynamics and conservation. -Cambridgeesty Press, New York.

Danell, K., Edenius, L. & Lundberg, P. 1991: Hedny and tree stand composition:
Moose patch use in winter. -Ecology 74(4): 13507135

Doenier , P.B.,DelGiudice, G.D. & Riggs, M.R. 19%ffects of winter supplemental
feeding on browse consumption by white-tailed dewildlife Society Bulletin
25(2): 235-243.

Draper, N.R. & Smith, H. 1998: Applied Regressiomadysis, 3rd edn. John Wiley and
Sons, New York.

Edge, W.D, Marcum, C.L. & Olson-Edge, S.L. 1987nthuer habitat selection by elk
in western Montana: a multivariate approach. -Jaluof Wildlife Management 51.:
844-851.

Eiberle, K. & Bucher, H. 1989: Interdependence et browsing of different tree
species in a selection forest region. -Zeitschuiftlagdwissenschaft 35: 235-244.

Faber, W.E. & Pehrson, A. 2000: Foraging on Norvwguce and its potential
association with a wasting syndrome in moose ind&ne-Alces 36: 17-34.

Gill, R.MA. 1992: A review of damage by mammalsiorth temperate forests: 1. Deer.
-Forestry 65(2): 145-169.

Gill, R. M. A. 1992b: A review of damage by mammaisnorth temperate forest: 3.
Impact on trees and forests. -Forestry 65(4): 383-3

Goldberger, A.S. 1961: Stepwise least squares:dRalksianalysis and specification
error. -Journal of the American Statistical Asstiora56: 998-1000.

Gordon 1.J. 1989: Vegetation community selectionumgulates on the isle of Rhum.
Il.Vegetation community selection. -Journal of Alepl Ecology 26: 53-64.

37



References

Guillet, C., R. Bergstrom, and G. Cederlund. 199&e of winter home range of roe
deer (Capreolus capreolus) in two forest areas auitificial feeding in Sweden. -
Wildlife Biology 2:107-111.

Gundersen , H., Anderssen, H.P. & Storaas, T. 2(Mpplemental feeding of
migratory moose Alces alces: forest damage at tpecial scales. -Wildlife
Biology 10: 213-223.

Hilbe, J.M. 2007: Negative Binomial Regression. @adge University Press,
Cambridge,UK.

Hornberg, S. 2001: Changes in population densitsnobse QAlces alces) and damage
to forests in Sweden. -Forest Ecology and Managed¥®h 141-151.

Hosmer, D.W., Lemeshow, S. 2000: Applied logistegression. Wiley Series in
probability and statistics, John Wiley & Sons, IH1#BN: 10: 0471356328.

Jagarforbundet: Viltet — Viltévervakning - Avskjuigsstatisitk — Dovhjort (In
Swedish) Available at:
http://www.jagareforbundet.se/Viltet/Viltovervakigen/Avskjutningsstatistik/
(Last accessed on 13 April 2011)

Jamrozy, G. 1980: Winter food resources and foefepences of red deer in Carpathian
forests. -Acta Theriologica 25: 221-238.

Klein, F., Saint Andrieux, C. & Ballon, P. 1989: Wh protection for plants? Bulletin
Mensuel, Office de la Chasse 141: 31-35.

Long, W.M. 1989: Habitat manipulations to prevelkt @amage to private rangelands.
Ninth Great Plains Wildlife Damage Control Workshdfort Collins, Colorado:
101-103.

Maizeret, C. & Ballon, P. 1990: Analysis of cautaitors behind cervid damage on the
cluster pine in the lands of Gascony. -Gibier FaBaevage 7: 275-291.

Mallows, C.L. 1973: Some comments on Cp. -Technaosel5: 661-675.

Mansson, J. 2007: Moose management and browsingnugs in boreal forest.
Doctoral dissertation. ISSN 1652-6880, ISBN 91-5381-7.

Markatou, M., Basu, A. & Lindsay, B. G. 1995: Weigth likelihood estimating
equations: the continuous caséechnical Report, Department of Statistics,
Columbia University, New York.

Markatou, M., Basu, A. & Lindsay, B. G. 1998: Weigth likelihood estimating

equations with a bootstrap root search. -Journalthef American Statistical
Association 93: 740- 750.

38



References

McCullagh, P. & J. A. Nelder. 1989: Generalized dan Models. Chapman and Hall,
London.

Miller, G.R., Kinnaird, J.W. & Cummins, R.P. 1984ability of sapling to browsing on
a red deer range in the Scottish Highlands. -JéwihApplied Ecology 198: 941-
951.

Mitchell, B. and McCowan, D. 1986: Patterns of dgman relation to the site
preferences of deer in an enclosed plantation ti&ipruce and lodgepole pine. -
Scottish Forestry 40: 107-117.

Moen, R., Pastoe, J. & Cohen, Y. 1997: A spatiakplicit model of moose foraging
and energetic. -Ecology 78(2): 505-521.

Montgomery, D.C. & Peck, E.A. 1992: Introduction téinear regression
analysis.Wiley,New York.

Newman, J. 2007: Herbivory. -In: Stevens, D.W.,\&m9J.S. & Ydenberg, R.C. (eds.)
Foraging behavior and ecology. The University oficdgo Press, Chicago &
London: 192-238.

Olsson, U. 2002: Generalized Linear Models: An egaphpproach. - Studentlitteratur
AB. Sweden.

Ozoga, J.J. 1972: Aggressive behavior of whiteetadeer at winter cuttings. -Journal
of Wildlife Management 36: 861-868.

Palmer, S.C.F, Hester, A.J., Elston, D.A., Gordah,& Hartley, S.E. 2003: The perils
of having tasty neighbors: grazing impacts of latgerbivores at vegetation
boundaries. -Ecology 84(11): 2877-2890.

Peek, J. M., K. T. Schmidt, M. J. Dorrance, andLB.Smith. 2002: Supplemental
feeding and farming of elk. Pages 614—647 in DT&weill and J. W. Thomas,
editors. Elk of North America: ecology and managetn&mithsonian Institute
Press, Washington, D.C., USA.

Putman, R.J. & Staines, B.W. 2004: Supplementanterifeeding of wild deer Cervud
elaphus in Europe and North America: justificatiofgeding practice and
effectiveness. -Mammal Review 34: 285-306.

Quinn, G.P.& Keough, M.J. 2002: Experimental Desagid Data Analysis for
Biologists. Cambridge University Press, Cambriddi€,

Reimoser, F. 2003: Steering the impacts of ungsilatetemperate forests. -Journal of
Nature Conservation 10: 243-252.

Rhoades, D.F. 1979: Evolution of plant chemicaledsé against herbivores. In

Herbivores, their interaction with secondary plargtabolites (eds G.A. Rosenthal
& D.H. Janzen), pp. 4 - 44. Academic Press.

39



References

Riksskogstaxeringen, “Definitioner och férklaring&kogsdata 2003” ” [Online] 29.
November 2006. Available from:
http://www.riksskogstaxeringen.slu.se/Resultat/Bigbner/Definitioner_1995 19
99.pdf [10. May 2011]

Rosenberg, D.K. & MCKelvey, K.S. 1999: Estimatiohhabitat selection for central-
place foraging animals. -Journal of Wildlife Managet 63: 1028-1038.

Sahlsten, J., Bunnefeld, N., Mansson, J., EricsSonBergstrom, R. & Dettki, H. 2010:
Can supplementary feeding be used to redistribudesmAlce alces?. -Wildlife
Biology 16: 85-92.

Schmidt, K.T. & Gossow, H. 1991: Winter ecologyahpine red deer with and without
supplemental feeding: management implications. é&ding of XXth Congress of
the International Union of Game Biologist, pp. 18%5b.

Schmitz, 0.J. 1990: Management implications of darg theory: Evaluating deer
supplemental feeding. -Jornal of Wildlife Manageirtedt 522-532.

Schoener, T.W. 1979: Generality of the size-digarglation in models of optimal
feeding. -American Naturalist 114: 902-914.

Senft, R.L., Coughenour, MB., Bailey, D.W., Rittenise, O.E., Sala, O.E. & Swift,
D.M. 1987: Large herbivore foraging and ecologitéérarchies. -BioScience
37(11): 789-798.

Shao, J. 1993: Linear model selection by CrosseMéibbn. -Journal American
Statistical AssociatioB88: 486-494.

Shibata, R. 1981: "An Optimal Selection of Regr@ssVariables”. -Bio- metrika 68:
45-54.

Smith, B. L. 2001: Winter feeding of elk in westédorth America. -Journal of Wildlife
Management 65:173-190.

Steinn, G. 1970: Feeding red deer and its effectraducing damage. -Gorsko
Stopanstvo 26: 40-44.

Stone, M. 1974: Cross-validation choice and assessrof statistical predictors. -
Journal of the Royal Statistical Society, Serie368111- 147.

Tilghman, N. G. 1989: Impacts of white-tailed deen forest regeneration in
Northwestern Pennsylvania. -Journal of Wildlife Mgement 53: 524-532.

Veiberg, V., Loe, L.E., Mysterund, A., Langvatn, R.Stenseth, N.C. 2004: Social
rank, feeding and winter weight loss in red deery avidence of interference
competition? -Oecologia 138: 135-142.

40



References

Voigt, D.R. 1990: White-tailed deer in Ontario: kgoound to a policy. Ontario Minist,
Nat. Resour. 106 pp.

VySinova, L. 2010: Determinants of winter browsimgensity on young Scots pine
(Pinus sylvestris) by moose Alce alces) across a bio-geographical gradient in
Sweden. MSc thesis, Department of Wildlife, Fishd @anviromental Studies,
Swedish university of agricultural sciences. Repor2010:06.

Welch, D., Staines, B.W, Scott, D., French, D.DaftCD.C. 1992: Leader browsing by
red and roe deer on young Sitka spruce trees iteweScotland: I. Damage rates
and the influence of habitat factors. -Forestry66482.

Winsa, M. 2008: Habitat selection and niche overdafd study of fallow deerama
dama) and roe deerGapreolus capreolus) in south western Sweden. MSc thesis,
Department of ecology, Swedish university of adtioal sciences. Report no
2008:11.

Zuur A.F., Leno E.N. and Elphick C.S. 2010: A prubfor data exploration to avoid
common statistical problems. -Methods in Ecologg Bmolution 1: 3-14.

41



Appendix |

Appendix 1. Habitat composition at Koberg study area.

Habitat type Habitat composition in study area (%)

Solitary houses with property 0.33
Non-urban parks 0.36
Arable land 12.46
Pastures 3.97
Broad-leaved forest not on mires 3.37
Broad-leaved forest on mires 0.10
Coniferous forest on lichen-dominated 251
areas

Coniferous forest 5-15 m 15.24
Coniferous forest >15 m 28.79
Coniferous forest on mires 5.86
Coniferous forest on open bedrock 0.46
Mixed forest not on mires 5.69
Mixed forest on mires 0.02
Clear-felled areas 9.97
Younger forest 6.87
Mires and marshes 1.72
Lakes and ponds open surface 1.15
Lakes and ponds surface being grown over 0.85
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Appendix I

Appendix I1. Branch Classification
This classification was crucial in order to caldalahe proportion of browsed twigs

upon spruce trees. The table shows the five brancheach class sampled to estimate

the mean number of twigs contained in each clabe Standard Deviation of the

measurements is also provided.

Class0 Class1 Class 2 Class 3 Class4

0 110 215 548 821

0 104 340 578 890

0 147 254 478 966

0 96 390 523 798

0 178 267 448 907

0 127 293,2 515 876,4 mean ||
0 34.6 70.5 52.4 67.8 SD ||

Table C. Branch Classifcation, number of twigs lp@nch class.

Class 0. Trees without branches, with dead branches, drgat available.

Note: The branches were selected from 0.5 to 2ighhe
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Appendix IlI. Conifers Protocol

Observer ----------------- St. Number and plot ----

HABITAT Trees (%): First Growth Status D
Forest D Islet D Spruce Fallow field D
Pine
Impediment D Birch Former Pasture D Agric

Aspen

Clearcut Rowan

Plantation; -Im Oak

Young; 1:2m Willow Other:

Young; 2,:5m

Thinning; 5,1:15m Observation:

Old growth >15m

Clover
Cultivated
Oats

Wheat
Grain
Unspecified
Ploughed

NORWAY SPRUCE (Picea abies)

SCOTS PINE (Pinus sylvestris)

Cead shoot b [Stem br [Bark sir [Bark gn Cead shoot b [Stem br [Bark str | Bark gn
DCCT[Fresh] OId FTO[FJT O] FT O]|DCCT|[Fresh] O@d FIT Ol FTO] F] O
0-0,99 m
Height 1-4 m
>4m
Y%br | TNtw |N°tw b |Dtwig [@andH Ybr | TNOtw [ N°tw b | @ twig |@ and H
1S
o
o
Q@
o
=
R=y
[0}
T
Ybr | TN°tw |N°tw b |@twig [@and H Yobr | TN°tw | N°tw b | @ twig P and H
1S
I
-~
=
=
f=y
[}
I
%br | TNCtw |N°tw b |@ twig P and H %br | TN°tw [ N°tw b | @ twig @ and H
£
<
A
DCCT. Distance fromthe center of the plot to the closest target tree Class 0.
Lead shoot b . Leading shoot brow sed Class 1.
Stem br . Stem broken Class 2.
Bark str . Bark striped tree Class 3.
Bark gn . Bark gnaw ed stem Class 4.

% br. Percentage of twigs brow sed
TN° tw . Total number ot available tw igs
N° tw b. Number ot brow sed tw igs

@ twig . Twig diameter

@ and H. Tree diameter and height

OBSERVATONS ...ttt e et e e et e e e e e e e e e e e

44



Appendix IV

Appendix IV. Deciduous trees protocol

Observer ----------------- St. Number and plot ----------
Start point =
[ (- P ——
Coordenates (GPS)  ...viiiiiiiiieiie e
ENd point e Distance to centroid..................

Number of target trees along the transect

1 | B.pend

Betula

2 | B.pubs

3 Palix spp.

4 Oak

5 | Aspen

6 | Others

ncluding TMa cordata, Fraxinus excelsior, Uimus glabra, ACer platanoldes, Sorbus aucuparia

Sp| H fstbrf Distto 0 Br |[NotBr| F| O| |Sp| HIstby Distto 0 | Br Not Br

H: Trees up to 4 m, and measuring browsing pressure up to 2 m
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Appendix V. Correlation Matrix and Outliers detection

Correlation Matrices. Spearman rho Method

An important question is to determine possible icelrity problems between
covariates, which can led to type Il errors. Coneadly | tested for possible correlation
levels between the factors potentially includedha model, to avoid the inclusion of
strongly correlated variables (correlation coeéfidi > 0.5) in the same model (Edge et
al. 1987).

1 2 3 4 5 6 7 8 9 10 11
1.D 1.00
2:Pt -0.01 1.00
3:82 -0.02 -0.19 1.00
4:S3 0.09 -0.24 0.08 1.00
5:Bp2 -0.05 -0.35 -0.05 -0.23 1.00
6:Sp2 -0.18 -0.10 0.35 0.09 0.04 1.00
7:Sp3 -0.03 -0.04 0.04 038 -0.16 -0.381.00
8BLH -0.08 0.03 0.13 -0.08 -0.12 0.04 -0.09 1.00
9:TD -0.07 0.02 0.07 -0.04 024 -0.09 0.03 0.16 1.00
1C;:sC 0.02 0.06 0.09 0.10 -0.07 -0.06 0.18 0.23 024 1.00

11:FT 003 -0.02 0.12 -0.07r 0.09 0.01 0.03 -021 -0.11.130 1.00

Tabla 1la. Spearman Correlation Matrix for the independemiatdes potentially
included in the maximal model of response varigfile

1 2 3 4 5 6 7 8 9 10 11

1.DS 1.00

2:D -0.01 1.00

3:pt -0.00 -0.01 1.00

4:52 0.13 -0.02 -0.19 1.00

5:.Bpl1 0.06 -0.05 -0.20 -0.24 1.00

6:Bp2 005 -0.05 -0.35 -0.050.57 1.00

7:Sp1 -0.03 -0.06 -0.35 0.19 0.16 -0.101.00

8:BLH -0.10 -0.08 0.03 0.13 -0.29 -0.12 -0.09 1.00

9.TD -0.30 -0.06 0.02 0.07 -0.070.24 -0.22 0.16 1.00
10:SC -0.17 0.02 0.06 0.09 -0.19 -0.07 -0.09 0.23 0.24001.

11:FT 0.214 0.03 -0.02 0.12 -0.040.10 0.16 -0.21 -0.11 -0.13 1.00

Tabla 1b. Spearman Correlation Matrix for the independemniaides potentially
included in the maximal model of response varigidle
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1 2 3 4 5 6 7 8 9
1.D 1.00
2:Pt -0.01 1.00
3:52 -0.02 -0.19 1.00
4:S3 0.09 -0.24 0.08 1.00
5:Bp1 -0.05 -020 -0.24 0.09 1.00
6:Bp2 -0.05 -0.35 -0.05 -0.23 0.57 1.00
7:Sp3 -0.03 -004 004 038 -014 -016 1.00
8:BLH -0.08 0.03 0.13 -0.08 -0.29 -0.12 -0.09 1.00
9:FT 0.03 -0.02 0.12 -0.07 -004 010 003 -021 1.00

Tabla 1c. Spearman Correlation Matrix for the independemiaides potentially
included in the maximal model of response varigile
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Outlier Detection

According to literature, Cleveland dotplot (Clevedal993) is a good graphical method
to visualize outliers in a dataset, rather thanphatx In the present study both methods
have been applied.

o
— 7] ° - _:_ - 7] °
< | — o | | o | )
o | o | o
1 1 K
Q| | © | | © _| s
e ! © I o o
1 1 °
< ! < <
o | o o
N N N
o o o
o | o =P [ e—
o o o
Height Classes Height Classes 2 Height Classes 3
i o
e (oo} o [o]
o @ o ™
)
s ® @y %0 % = il s H
I ® [ 8ol 0 0 I
o o o o o
o 2P o o %o o o
< @R k= 8 oso0 < o
— o @0 — 3 o © — o
o i o o 9 s} o ©°
N 1 o N | 4
B0 S T
(@] o 0 ¢ @) O
o g%u o % 906 o °
o o I 0 ° o
T 1 T T T 1 T T T T T 1
0.0 0.4 0.8 0.0 0.4 0.8 0.0 0.4 0.8
Brow sing Percentage Pine 1 Brow sing Percentage Pine 2 Brow sing Percentage Pine 3

Figure A. Two methods for outlier detection were applied box-plot and Cleveland dotplot. The upper
part shows box-plot applied to each height categdyrowsing proportion on pine, whereas the lower,
Cleveland dotplots were constructed.
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Figure B. Two methods for outlier detection were applied lbex-plot and Cleveland dotplot. The upper
part shows box-plot applied to each height categfrthe response variables, browsing proportion on
spruce, whereas the lower, Cleveland dotplots wenstructed.
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Appendix VI. GLM

Generalized Linear Model Approach (GLM)

The approach was to work with GLM’s, in which it recessary to specify the
distribution of the data, the link function whiclestribes the relationship between the
mean value and the variance in the distributiore (88sson 2002), and the linear
predictor. The choice of distribution affects thesamptions we make regarding
variances, since the relation between the variamgke the mean is known for many
distributions (Olsson 2002). In this case, sinae bsponse variable was a proportion
(i.e proportion browsed) a Binomial distributiontiva logit link was first tested. Due to
the nature of the data set with many zero obsemstithe model using binomial errors
did not fit adequately, leading to overdispersi®hus, a quasi-binomial distribution
was used in order to avoid the mentioned statisficablems, specifying a more
appropriate variance function, where the dispergiarameter is not fixed (response

variable y2 as an example).

glm0=gIm(y2~DS+D+Pt+S2+Bp2+Sp1+BLH+TD+SC+FT,famityrasibinomial(link="logit"),data=mydata2,na.actiora=omit)
summary(gimo0)

Coefficients:

Estimate Std. Error t value Pr(>t])
(Intercept) -3.697e+01 1.6681 -3.667 2104 *
DS -4.312e+00 972e+00 -1.452 0.22023
DN -5.777e-02 .6Re+00 -0.016 0.98807
DS -1.059e+00 91Be+00 -0.363 0.73517
DW 1.102e+01 16+00 3.045 .03820 *
Pt 4.452e-02 7.841e-03 5.677 0.00475 **
S2 -3.109e+00 3.358e+00 -0.926 0.40698
Bp2 1.599e+00 ABe+00 0.247 0.81704
Spl 1.132e+00 .938e+00 0.584 0.59072
BLH -1.033e-04 6d@le-04 -0.222 0.83551
TD 6.174e+00 .53Be+00 1.361 0.24528
SC3 -1.806e+00 44%e+00 -0.739 0.50112
SC4 -1.096e+01 170e+00 -2.629 0.05828 .
FTMixed_deciduous_fores8.028e+01 4.189e+00 7.229 0.00194 **
FTPine_forest 1.057e+01 2.92@e+0 3.614 0.0824
FTSpruce_forest 5.371e+00 1.840e+00 2.919 0.04328

Signif. codes: 0 *** 0.001 **' 0.01* 0.05'"0.1°'1
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(Dispersion parameter for quasibinomial family take be 1.039137e-10)
Null deviance: 3.6289e-02 on 19 degrees of freedo

Residual deviance: 3.0592e-10 on 4 degreezeflom

(537 observations deleted due to missingness)

AIC: NA

Number of Fisher Scoring iterations: 24

One disadvantage of the method is that it is notpmding AIC (Akaike Information
Criterion; Akaike 1974) values, because the loglihood parameter cannot be
calculate, so the subsequent model selection puoeesdlas limited. Another limitation
is the impossibility to obtain the coefficient oétdrmination, which expresses the
amount of variation in the response variable thabiplained by the model. The dataset
was in this perspective too small and a major Ation for a successful analysis
applying the above mentioned method i.e. too masgs with missing values.

In consequence, | opted for finding the best tramsétion of the response variable to

allow for a normal linear regression model tolig idata.
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Appendix VII. Model selection procedures and best candidates
models
Model Selection Procedures

Parsimony method: Applying parsimony principles | obtained the beandidate
model for each response variable.

Response y1. Browsing proportion on spruce trees less than ostemntigh.

Im(formula = log (y1+1) ~ S2 + Bp2, data = mydata)

Residuals:
Min 1Q Median 30 Max
-0.024251 -0.009203 -0.003097 0.006605 0.056115
Coefficients:
Estimate Std. Error t value Pr(>Jt])
Intercept -0.039910 0.013153 -3.034 0.0055360
S2 0.019692 0.006942 2.837 0.008907 **
Bp2 0.054955 0.013384 4.106 0.000377 ***

Signif. codes: 0 *** 0.001 ** 0.01 ¥ 0.05'’0.1""1

Residual standard error: 0.01664 on 25 degreegeddm
(529 observations deleted due to missingness)
Multiple R-squared: 0.4584djusted R-squared: 0.415

F-statistic: 10.58 on 2 and 25 Dp;value: 0.0004692

Diagnostic graphs of the candidate
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Response y2. Browsing proportion on spruce trees from one ta foeters high.

Im(formula = log (y2+1) ~ Bp2 -1, data = mydata,atdion = na.omit)

Residuals:
Min 10 Median 30 Max
-0.041820 -0.017817 -0.004524 0.000000 0.09116
Coefficients:
Estimate Std. Error t value Pr(>|t))
Bp2 0.048254 0.009651 5 1.18e-05 ***

Signif. codes: 0 *** 0.001 **' 0.01*" 0.05‘"0.1°'1

Residual standard error: 0.02498 on 40 degreagefldm

(516 observations deleted due to missingness)
Multiple R-squared: 0.384@&\djusted R-squared: 0.3692

F-statistic:

25 on 1 and 40 Dp-value: 1.184e-05

Diagnostic graphs of the candidate

Residuals vs Fitted
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Response y3. Browsing proportion on spruce trees more than foeters high.

Im(formula = log (y3+1) ~ Pt + S3 + SC - 1, datanydata)

Residuals:
Min 1Q Median 30 Max
-0.071592 -0.020908 -0.009434 0.004589 0.20659
Coefficients:
Estimate Std. Error t value Pr(>[t))
Pt -5.888e-05 1.741e-05 -3.383 0.000821 ***
S3 3.426e-02 7.668e-03 4.468 1.16e-05 ***
SC1 -1.726e-02 1.158e-02 -1.490 0.137333
SC2 -1.527e-02 1.249e-02 -1.222 0.222675
SC3 -2.996e-02 1.344e-02 -2.230 0.026571 *
SC4 -1.195e-02 1.682e-02 -0.710 0.477997
SC5 -3.560e-02 1.990e-02 -1.789 0.074693 .

Signif. codes: 0 *** 0.001 **' 0.01* 0.05‘"0.1°'1

Residual standard error: 0.04033 on 275 degrefrsedom

(275 observations deleted due to missingness)

Multiple R-squared: 0.2536, Adjusted R-squared: 0.2346

F-statistic: 13.35 on 7 and 275 Dp;value: 8.007e-15

Diagnostic graphs of the candidate

Residuals vs Fitted
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Mallows Cp method: This procedure produces the first 20 best models.

Here is shown the best of them based in its Cpevalu

Response yl

Im(formula = log (y1+1) ~ S2 + Bp2 + Sp2, data ydata)

*

Residuals:
Min 1Q Median 30 Max
-0.020558 -0.010647 -0.004251 0.007634 0.04873
Coefficients:
Estimate Std. Error t value Pr(>|t|)

Intercept -0.053558 0.014316 -3.741 0.001067 *

S2 0.020073 0.006814 2.946 0.007250 *¥

Bp2 0.053264 0.012881 4.135 0.000402 **1

Sp2 0.006503 0.003292 1.975 0.060351 .

Signif. codes: 0 “*** 0.001 ** 0.01 *'0.05'0.1‘"1

Residual standard error: 0.01598 on 23 degreagefldm
(530 observations deleted due to missingness)

Multiple R-squared: 0.5405, Adjusted R-squared: 0.4805

F-statistic: 9.017 on 3 and 23 Dp;value: 0.0003924

Diagnostic graphs of the candidate
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Response y2

Im(formula = log (y2 +1) ~ Pt + Bp2 + SC - 1, datmydata)

Residuals:
Min 1Q Median 30 Max
-0.036879 -0.014950 0.001561 0.009215 0.06855
Coefficients:
Estimate Std. Error t value Pr(>[t)
Pt -2.723e-05 3.585e-05 -0.760 0.452726
Bp2 5.880e-02 1.599e-02 3.677 0.000808 ***
SC1 1.472e-02 1.720e-02 0.856 0.398011
SC2 -2.650e-03 9.398e-03 -0.282 0.779688
SC3 -2.779e-03 9.602e-03 -0.289 0.774020
SC4 -2.423e-02 1.614e-02 -1.501 0.142475
SC5 6.332e-03 2.677e-02 0.236 0.814467

Signif. codes: 0 “*** 0.001 **' 0.01 *"0.05‘"0.1‘"1

Residual standard error: 0.02443 on 34 degreegeddm
(516 observations deleted due to missingness)

Multiple R-squared: 0.4998, Adjusted R-squared: 0.3968

F-statistic: 4.852 on 7 and 34 Dp;value: 0.0007145

Diagnostic graphs of the candidate

Residuals vs Fitted Normal Q-Q
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Response y3

Im(formula = log (y3 + 1) ~ Pt + S3 + SC - 1, datenydata)

Residuals:
Min 1Q Median 30 Max
-0.071592 -0.020908 -0.009434 0.004589 0.206594
Coefficients:
Estimate Std. Error t value Pr(>[t)
Pt -5.888e-05 1.741e-05 -3.383 0.000821 ***
S3 3.426e-02 7.668e-03 4.468 1.16e-05 ***
SC1 -1.726e-02 1.158e-02 -1.490 0.137333
SC2 -1.527e-02 1.249e-02 -1.222 0.222675
SC3 -2.996e-02 1.344e-02 -2.230 0.026571 *
SC4 -1.195e-02 1.682e-02 -0.710 0.477997
SC5 -3.560e-02 1.990e-02 -1.789 0.074693 .

Signif. codes: 0 “*** 0.001 **' 0.01 *"0.05‘"0.1‘"1

Residual standard error: 0.04033 on 275 degrefrsedom
(275 observations deleted due to missingness)

Multiple R-squared: 0.2536, Adjusted R-squared: 0.2346

F-statistic: 13.35 on 7 and 275 Dp;value: 8.007e-15

Diagnostic graphs of the candidate

Residuals vs Fitted Normal Q-Q
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Stepwise selection method

Response yl

Im(formula = log (y1 + 1) ~ Bp2 - 1, data = mydata)

Residuals:
Min 1Q Median 30 Max
-0.021065 -0.010070 -0.001651 0.000000 0.08959
Coefficients:
Estimate Std. Error t value Pr(>[t))
Bp2 0.024306 0.006377 3.812 0.000445 **1

Signif. codes: 0 “***' 0.001 “**' 0.01 **' 0.05‘"0.1‘'1

Residual standard error: 0.01751 on 42 degreagefldém
(514 observations deleted due to missingness)

Multiple R-squared: 0.257, Adjusted R-squared: 0.2393

F-statistic: 14.53 on 1 and 42 Dp;value: 0.0004448

Diagnostic graphs of the candidate
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Response y2

Im(formula = log (y2 + 1) ~ Bp2 - 1, data = mydata)

Residuals:
Min 1Q Median 30 Max
-0.041820 -0.017817 -0.004524 0.000000 0.09116
Coefficients:
Estimate Std. Error t value Pr(>Jt])
Bp2 0.048254 0.009651 5 1.18e-05 ***

Signif. codes: 0 *** 0.001 **' 0.01* 0.05‘"0.1°'1

Residual standard error: 0.02498 on 40 degreegeddm

(516 observations deleted due to missingness)

Multiple R-squared: 0.3846, Adjusted R-squared: 0.3692

F-statistic:

Diagnostic graphs of the candidate
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Response y3

Im(formula = log (y3 + 1) ~ Pt, data = mydata)

Residuals:
Min 1Q Median 30 Max
-0.03558 -0.02641 -0.01025 0.00111 0.60041]
Coefficients:
Estimate Std. Error t value Pr(>[t)
Intercept 3.558e-02 5.183e-03 6.865 4.13e-11 ***
Pt -9.172e-05 2.253e-05 -4.070 6.08e-05 ***

Signif. codes: 0 *** 0.001 **' 0.01* 0.05‘"0.1°'1

Residual standard error: 0.05475 on 286 degrefreedom

(269 observations deleted due to missingness)

Multiple R-squared: 0.05476,Adjusted R-squared: 0.05146

F-statistic: 16.57 on 1 and 286 Dp;value: 6.077e-05

Diagnostic graphs of the candidate
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Cross Validation method : This procedure produces the first 20 best models

Here is shown the best of them.

Response yl

Im(formula = log (y1+1) ~ D + S2 + Bp2, data = miala

Residuals:
Min 1Q Median 30 Max
-0.021430 -0.009536 -0.004516 0.009556 0.04888
Coefficients:
Estimate Std. Error t value Pr(>It)
Intercept -0.030602 0.015281 -2.003 0.057694 |
DN -0.010921 0.007959 -1.372 0.183845
DS -0.010440 0.012099 -0.863 0.397544
DW -0.012475 0.008468 -1.473 0.154881
S2 0.018756 0.007632 2.457 0.022343 *
Bp2 0.055051 0.013653 4.032 0.000558 **

Signif. codes: 0 *** 0.001 ** 0.01 ¥ 0.05'’0.1""1

Residual standard error: 0.01668 on 22 degreagefdm

(529 observations deleted due to missingness)

Multiple R-squared: 0.5212, Adjusted R-squared: 0.4124

F-statistic: 4.79 on 5 and 22 Dp;value: 0.004111

Diagnostic graphs of the candidate
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Appendix VII

Response y2

Im(formula = log (y2+1) ~ DS + Pt + S2 + SC - atal= mydata)

Residuals:
Min 1Q Median 30 Max
-0.08990 -0.02661 -0.01154 0.01050 0.59579
Coefficients:
Estimate Std. Error t value Pr(>[t))
DS (Deer Station) -1.555e-02 1.002e-02 -1.552 0.122538
Pt -1.482e-04 3.728e-05 -3.976 0.000103 **1
S2 1.052e-02 9.556e-03 1.101 0.272518
SC1 4.209e-02 2.037e-02 2.067 0.040256 *
SC2 2.056e-02 1.984e-02 1.036 0.301618
SC 3 2.002e-02 2.050e-02 0.976 0.330280
SC4 7.390e-02 2.760e-02 2.678 0.008118 *¥
SC5 3.395e-02 2.982e-02 1.138 0.256497

Signif. codes: 0 *** 0.001 **' 0.01* 0.05‘"0.1°'1

Residual standard error: 0.06277 on 174 degrefrsedom

(375 observations deleted due to missingness)

Multiple R-squared: 0.2043, Adjusted R-squared: 0.1678

F-statistic: 5.586 on 8 and 174 Dp;value: 2.647e-06

Diagnostic graphs of the candidate

Residuals vs Fitted
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Appendix VII

Response y3

Im(formula = log (y3+1) ~ Pt + S2 + S3 - 1, dateydata)

Residuals:
Min 1Q Median 30 Max
-0.039405 -0.013513 -0.005779 0.005772 0.19599
Coefficients:
Estimate Std. Error t value Pr(>Jt])
Pt -6.131e-05 2.334e-05 -2.626 0.0106 *
S2 -9.839e-04 5.780e-03 -0.170 0.8653
S3 1.603e-02 6.857e-03 2.338 0.0222 *
Signif. codes: 0 *** 0.001 **' 0.01 ' 0.05‘"0.1‘'1
Residual standard error: 0.03056 on 70 degreegeddm
(484 observations deleted due to missingness)
Multiple R-squared: 0.196, Adjusted R-squared: 0.1616
F-statistic: 5.689 on 3 and 70 Dp;value: 0.00152
Diagnostic graphs of the candidate
Residuals vs Fitted Normal Q-Q
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Appendix VII

Akaike Information Criterion
This procedure produces the first 20 best models.

Here is shown the best of them based in its AlQeal

Response yl

Im(formula = log (y1+1) ~ S2 + Bp2 + Sp2, data ydata)

*

Residuals:
Min 1Q Median 30 Max
-0.020558 -0.010647 -0.004251 0.007634 0.04873
Coefficients:
Estimate Std. Error t value Pr(>Jt))

Intercept -0.053558 0.014316 -3.741 0.001067 *

S2 0.020073 0.006814 2.946 0.007250 *4

Bp2 0.053264 0.012881 4.135 0.000402 **1

Sp2 0.006503 0.003292 1.975 0.060351 .

Signif. codes: 0 *** 0.001 **' 0.01* 0.05‘"0.1°'1

Residual standard error: 0.01598 on 23 degreegeddm

(530 observations deleted due to missingness)

Multiple R-squared: 0.5405, Adjusted R-squared: 0.4805

F-statistic: 9.017 on 3 and 23 Dp;value: 0.0003924

Diagnostic graphs of the candidate

Residuals vs Fitted

Normal Q-Q
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Appendix VII

Response y2

Im(formula = log (y2 +1) ~ Pt + Bp2 + SC - 1, datmydata)

Residuals:
Min 1Q Median 30 Max
-0.036879 -0.014950 0.001561 0.009215 0.06855
Coefficients:
Estimate Std. Error t value Pr(>[t)
Pt -2.723e-05 3.585e-05 -0.760 0.452726
Bp2 5.880e-02 1.599e-02 3.677 0.000808 ***
SC1 1.472e-02 1.720e-02 0.856 0.398011
SC2 -2.650e-03 9.398e-03 -0.282 0.779688
SC3 -2.779e-03 9.602e-03 -0.289 0.774020
SC4 -2.423e-02 1.614e-02 -1.501 0.142475
SC5 6.332e-03 2.677e-02 0.236 0.814467

Signif. codes: 0 *** 0.001 **' 0.01*" 0.05‘"0.1°'1

Residual standard error: 0.02443 on 34 degreegeddm

(516 observations deleted due to missingness)

Multiple R-squared: 0.4998, Adjusted R-squared: 0.3968

F-statistic: 4.852 on 7 and 34 Dp;value: 0.0007145

Diagnostic graphs of the candidate
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Appendix VII

Response y3

Im(formula = log (y3+1) ~ Pt + S3 + SC - 1, datanydata)

Residuals:
Min 1Q Median 30 Max
-0.071592 -0.020908 -0.009434 0.004589 0.20659
Coefficients:
Estimate Std. Error t value Pr(>[t)
Pt -5.888e-05 1.741e-05 -3.383 0.000821 ***
S3 3.426e-02 7.668e-03 4.468 1.16e-05 ***
SC1 -1.726e-02 1.158e-02 -1.490 0.137333
SC2 -1.527e-02 1.249e-02 -1.222 0.222675
SC3 -2.996e-02 1.344e-02 -2.230 0.026571 *
SC4 -1.195e-02 1.682e-02 -0.710 0.477997
SC5 -3.560e-02 1.990e-02 -1.789 0.074693 .

Signif. codes: 0 *** 0.001 **' 0.01*" 0.05‘"0.1°'1

Residual standard error: 0.04033 on 275 degrefrsedom

(275 observations deleted due to missingness)

Multiple R-squared: 0.2536, Adjusted R-squared: 0.2346

F-statistic: 13.35 on 7 and 275 Dp;value: 8.007e-15

Diagnostic graphs of the candidate
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Appendix VII

The selection among the potential candidates wsscban the following criteria: Rp-
value and diagnostic plots of each candidate model.
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